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Introduction
Afin d’assurer la haute disponibilité du serveur INTRALAB, le service technique de
l’entreprise GSB est chargé de créer un cluster composé de deux serveurs, INTRALAB qui
prendra le rôle master et un clone qui prendra le rôle slave. Les deux serveurs se nomment
respectivement INTRALAB-MASTER et INTRALAB-SLAVE.
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Présentation de Corosync et Pacemaker
Corosync : Corosync Cluster Engine est une couche de messagerie entre les membres du
cluster et intègre des fonctionnalités additionnelles pour l’implémentation de la haute
disponibilité au sein des applications. Le projet Corosync est dérivé du projet OpenAIS.
La communication entre les nœuds se fait en mode Client/Serveur via le protocole UDP.
Il permet de gérer des clusters composés de plus de 16 nœuds dans les modes Actif/Passif
ou Actif/Actif.

Pacemaker : Pacemaker est un logiciel de clustering open source qui permet de configurer
et de gérer la haute disponibilité des services. Il prend en charge la répartition de charge, la
bascule automatique en cas de panne et la surveillance des nœuds. Pacemaker est souvent
utilisé en combinaison avec Corosync pour la communication de bas niveau.

Installation des paquets
Afin de configurer les serveurs créés précédemment en clustering et ainsi permettre la haute
fiabilité du service Intralab, il faut se connecter aux deux machines et se connecter en tant
qu'administrateur.

Puis effectuer les mises à jours apt update && apt full-upgrade

Puis procéder à l’installation de Corosync et de Pacemaker.
apt install pacemaker corosync crmsh

Maintenant, il faut modifier le fichiers hosts des deux serveurs :
nano /etc/hosts
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Synchronisation avec un serveur NTP
Nous allons maintenant procéder à l’installation d’un serveur NTP afin de synchroniser les
deux serveurs sur le même serveur de temps.
Pour ce faire, apt-get install ntp

Maintenant il faut accéder au fichier de configuration du service NTP afin de choisir son
serveur de temps.
nano /etc/ntp.conf

Pour ma part, j’ai choisi fr.pool.ntp.org.
je met dans le fichier de configuration:

server 0.fr.pool.ntp.org iburst dynamic
server 1.fr.pool.ntp.org iburst dynamic
server 2.fr.pool.ntp.org iburst dynamic
server 3.fr.pool.ntp.org iburst dynamic

Il est important de mettre les mêmes serveurs de temps sur le serveur maître et esclave
pour garantir une bonne synchronisation des horloges qui sera utile pour la suite.
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Une fois les modification du fichier de configuration faites et sauvegardés, il faut démarrer le
service ntp avec systemctl start ntp

Puis vérifier que le service est bien démarré grâce à systemctl status ntp

Nous pouvons constater que le service a bien démarré.

Nous pouvons maintenant vérifier le bon fonctionnement du service en consultant l’heure sur
les deux serveurs avec la commande date .
Nous pouvons constater que les deux serveurs ont bien la même heure.

Configuration de Corosync
Nous allons maintenant générer la clé authentification pour la communication de corosync
entre les deux serveurs :
corosync-keygen

Puis, il faut copier le fichier authkey vers l’autre serveur :
scp /etc/corosync/authkey root@INTRALAB-SLAVE:/etc/corosync/
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Maintenant nous devons renseigner le mot de passe de connexion de l'utilisateur voulu du
serveur distant puis tapez “yes” pour continuer.

Faire une copie de la configuration de corosync :
mv /etc/corosync/corosync.conf /etc/corosync/corosync.back

Créer la nouvelle configuration de corosync :
nano /etc/corosync/corosync.conf

Voici la nouvelle configuration que j’ai établie.

Copier le fichier corosync.conf vers l’autre serveur :
scp /etc/corosync/corosync.conf root@INTRALAB-SLAVE:/etc/corosync/
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Quorum indique le nombre minimal de membres pour prendre une décision. Ce paramètre
est utile pour des clusters à partir de trois machines.
crm configure property no-quorum-policy=ignore

Vérification de l’état du cluster

L'installation est maintenant terminée, nous pouvons démarrer les services corosync et
pacemaker :
systemctl start corosync

systemctl start pacemaker

Vérification de l’état du cluster :
crm status

Le cluster est bien actif et nous pouvons voir que les deux machines maîtres esclave sont
bien en ligne.
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Création d’une IP virtuelle

Il faut maintenant configurer l’ IP virtuelle:
crm configure primitive virtual_ip_eth1 ocf:heartbeat:IPaddr2 params ip="172.16.0.200"
cidr_netmask="16" nic="bond0" op monitor interval="10s" timeout="20" meta
failure-timeout="5"

Puis créer un groupe de ressources :
crm configure group grpipv virtual_ip_eth1

Désigner le nœud wan-master comme prioritaire pour le groupe :
crm configure location grpipv-location grpipv 50: wan-master

Maintenant nous allons passer à la vérification du cluster :
crm status

Nous pouvons constater que le cluster est bien actif et que le serveur master à l'attribution
de l’ip virtuelle.
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