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Introduction

Afin d’assurer la haute disponibilité du serveur INTRALAB, le service technique de
I'entreprise GSB est chargé de créer un cluster composé de deux serveurs, INTRALAB qui
prendra le rble master et un clone qui prendra le rble slave. Les deux serveurs se nomment
respectivement INTRALAB-MASTER et INTRALAB-SLAVE.

Les deux serveurs auront les services de Corosync et Pacemaker d’installé. lls seront
joignables depuis une premiére interface sur le VLAN 300 et sur une seconde interface en
bridge qui ne communiquera pas avec l'extérieur.

Le serveur INTRALAB-MASTER aura une adresse IP virtuelle d'attribuer par défaut. Cette
adresse sera basculée automatiquement vers le serveur INTRALAB-SLAVE en cas d'arrét
des communications du serveur master.

Seule I'adresse IP virtuelle sera connue des employés de GSB.

L'attribution des ip se feront de la facon suivante:

IP virtuelle : 172.16.0.200/16

1rer interface réseau 2nd interface réseau

INTRALAB-MASTER 172.16.0.205/16 10.0.0.240/24

INTRALAB-SLAVE 172.16.0.210/16 10.0.0.241/24
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Voici le schéma réseau de GSB apreés la mise en place de la haute fiabilité du
serveur INTRALAB.

PVE-ALPHA
192.168.110.235

NOTICELAB JURILAB LABANNU BDMED
172.16.40.100 172.16.30.100 172.16.0.30 172.16.60.100

BDMEDOCLAB BDPHARMA MESSAGLAB INTRALAB
172.16.70.100 172.16.70.110 172.16.0.20 CLUSTER

> 2 IPs Virtuelles

172.16.0.200
10.0.0.245
PGILAB REZOLAB MASTER
172.16.30.110 172.16.0.10 172.16.0.205 172.16.0.210
| 10.0.0.240 10.0.0.241 |

SRV-DC DEBIAN-MASTER
192.168.110.101 | 182.168.110.241
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Création d’un clone du serveur INTRALAB

Pour procéder a la mise en place de la haute fiabilité avec Corosync et Pacemaker, il faut
faire un clone de la machine afin de s’assurer que les deux futur serveurs auront des
données identiques.

XFRDXMUXW‘M\ Environment 7.2-11 Scarch & Documentation

Server View

Virtual Machine 103 (INTRALAB) on node ‘proxmox-aipha’ P san O shugo >_ Console More -~ @ Help
£ Datacenter

B> proxmorcalpha @ Summary
101 (DEBIAN-MASTER) > Console
102 (MESSAGELAB) .
103 (INTRALAB)
104 (JURILAB) & Coud-int
105 (NOTICELAB) & Options.
106 (BDMED) B Task History
107 (BDMEDOCLAB)

® Monitor
108 (BDPHARMA)
100 (REZOLAB) B Backup
10 (PGILAB) 3 Replication
= :2? :ZT\;‘)DO © SIETS Guest not running
122 (SYSLOG) O Firewal .
125 (SAMBA4) & Permissions © Start Now
130 (ANSIBLE)
200 (NEXTCLOUD)
201 (NEXTCLOUD-PC-Client)
203 ()
[Jlocal (proxmox-alpha)
local-lvm (proxmox-alpha)
N
IS Cluster log

Pour se faire, faites clic droit sur la VMs éteinte que I'on veut cloner puis “Clone” et enfin une

H ““ ”
seconde fois “Clone”.
Xpnuxmuanua\ Environment 7.2-11 Search 8 Documentation

Server View

Virtual Machine 103 (INTRALAB) on node ‘proxmox-aipha’ > stat Shutgo >_ Console More @ Help
= Datacenter
B> proxmox-alpha & Summary
101 (DEBIAN-MASTER) >_ Console
102 (MESSAGELAB) © Hardware

103 (INTRaRAS

10 URAAII | & oot

105 (NoT - Start @ Options
106 (BDM - Shutdow B Task History
107 (BDM I St
® Monitor
108 (BDP
109 (REZ! (= - Backup
Hopol (] g‘VSW to template 3 Replication
3 120 (SRV: 9 snapshat .
121 (GLP| >~ Console napsnots Guest not running
122 (SYSLOG) U Frewall :
125 (SAMBAY) & Permissions O Start Now

130 (ANSIBLE)
200 (NEXTGLOUD)
201 (NEXTCLOUD-PC-Client)
203 (nxt)
Ulocal (proxmox-alpha)

Tocal-vm (proximox-alpha)

[Eos)  Cluster log

hittps://192.168.110.235:8006/# i Tim, Noda. liser nam Nescrinfion. Staus
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Mise en place d’'une connexion entre les deux machines

Les serveurs fonctionnent sur le principe Maitres Esclave.
Afin de les identifier il ne faut pas oublier de les nommer en conséquence.
Nous appellerons le serveur master INTRALAB-MASTER.

x PRO>MQO X Virual Environment 7.2-11

Server Viey B .
Server View Virtual Machine 103 (INTRALAB) on node ‘proxmox-alpha

Datacenter

B proxmox-alpha & Summary
101 (DEBIAN-MASTER) >_ Console
102 (MESSAGELAB) &l
103 (INTRALAB)
104 (JURILAB) S
105 (NOTICELAB) & Options
106 (BDMED) & Task History
107 (BDMEDOCLAB) P
108 (BDPHARMA) Clone VM 103
109 (REZOLAB) B Backup
10 (PGILAB) - Targetnode | proxmox-aipha |
53 120 (SRV-DC) VM ID 250 o

(&)

Snapshots

o Name: INTRALAB-SLAVEl
122 (SYSLOG) Firewall
ResoweePoo: | |

125 (SAMBA4)

130 (ANSIBLE)

200 (NEXTCLOUD)

201 (NEXTCLOUD-PC-Client)
203 (nxt)

5 a

Permissions

local (proxmox-alpha)

localvm (proxmox-alpha)

Cluster log

& Documentation m ® CreateCT | & root@pam

» st >_ Console More © Heip

Same as source

QEMU image format (ac

Puis le serveur esclave INTRALAB-SLAVE.

XDRD MID X Virtual Environment 7.2-11

Server View B .
SsnverView Virtual Machine 103 (INTRALAB) on node ‘proxmox-aipha

Datacenter

Eb proxmox-alpha @ Summary
101 (DEBIAN-MASTER) >_ Console
102 (MESSAGELAB) 2 Hardware
103 (INTRALAB) .
104 (JURILAB) Al
105 (NOTICELAB) % Options
106 (BDMED) & Task History
107 (BDMEDOCLAB) P
fonitor
108 (BDPHARMA) Clone VM 103
109 (REZOLAB) B Backup
10 (PGILAB) S Targotnode | proxmox-aipha v | Target storage
3 120 (SRV-DG) VM ID: 250 o
- D Snapshots
121 (GLPI) Name | INTRALAB-SLAVE |
122 (SYSLOG) © Firewal
. Resource Pool v
125 (SAMBAM) & Permissions

130 (ANSIBLE)

200 (NEXTCLOUD)

201 (NEXTCLOUD-PC-Client)
203 (nxt)

local {proxmox-alpha)

local-vm (proxmox.alpha)

Cluster log

& Documentation m © CreateCT | & root@pam -

» start >_ Console More © Heip

local-vm

Raw disk image (raw)
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Il faut ensuite ajouter une seconde carte réseau aux VMs.
Pour ce faire, il faut sélectionner la VM en question sur proxmox puis sélectionner
“Hardware” puis “Network device”.

X PROXMO X vitual Environment 7.1 sercn 8 Documentation
Server View Virtual Machine 250 (INTRALAB-SLAVE) on node 'proxmox-alpha’ S © Shutdown > Console More © Help
= Datacenter - - -
b proxmoraa Sy A% eore P e
101 (DEBIAN-MASTER) >— Console g & HardDisk 1.00 GiB
102 (MESSAGELAB) 2 Hardware {© comovoDe 1 (1 sockets, 1 cores)
3 103 (NTRALABMASTER) a Connt = Nedrpik Device Defauit (Sea8l0S)
104 (JURILAB) & EFIDisk
{ Default
105 (NOTICELAB) # Options 2 TPM State
i Default (1440fx)
106 (BDMED) [ Task History ,*& USB Device
107 (BDMEDOCLAB) | MOSCE]
@ Monitor PCI Device
108 (BDPHARMA) ( 2 Iocaliso/debian-11.5.0-amd64-netinst iso,media=cdrom size=382M
. @ Serial Port
100 (REZOLAB) Backup { local-ivm:vm-250-disk-0 size=15G
& Cloudinit Drive
110 (PGILAB) 3 Replication i et1) Virtio=CB: FE:82:8D: 4C BB, bridge=vmbr 1, tag=300
4 Audio Device
G} 120 (SRV-DC) 9 snapsnors
121 (GLPY) B) Vitlo RNG
122 (SYSLOG) O Frowal
125 (SAMBA4) o' Permissions.
130 (ANSIBLE)
200 (NEXTGLOUD)
201 (NEXTCLOUD-PC-Client)
203 (nxty
) 250 (INTRALAB-SLAVE)
|local (proxmox-alpha)
| local-ivm (proxmox-alpha)
EESY  Cluster log
hitps//192.168.110.235:8006/% 4 Tima. Nodao, Lisar pama, Dagcriotion. Status.

Linterface réseau est un bridge créé en amont sur PROXMOX.
Il suffit simplement de la sélectionner, puis cliquer sur “Add”.

Add: Network Device

Bridge vmbr0 Mode VIfIO (paravirtualized)
VLAN Tag Bridge Active = Comment
rewal umbro | ves

vmbrt Yes

© Help vmbr2 [v Yes m
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Une fois le clone effectué, il est important de vérifier le bon fonctionnement des machines.
Nous parvenons a accéder aux serveurs.

Nous pouvons maintenant passer a l'attribution des IPs en modifiant le fichier
/etc/network/interfaces

2 user@INTRALAB-MASTER: ~ N - u} x| @
GNU 5.4 /etc/network/interfaces *

~ GNU nano 5.4 /etc/network/interfaces *

allo

Tests de connectivité au réseau

Apres avoir enregistré les modifications et redémarrer les machines, il est temps de vérifier
la bonne connectivité des interfaces.

Pour ce faire :
Depuis INTRALAB-MASTER : ping 172.16.0.210
Depuis INTRALAB-SLAVE : ping 172.16.0.205

user@INTRALAB: ~ 0 X | @

_ o

Le test de ping est concluant.

2 B user@INTRALAB: ~ - u] x
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Ensuite :
Depuis INTRALAB-MASTER : ping 10.0.0.241
Depuis INTRALAB-SLAVE : ping 10.0.0.240
Afin de vérifier la deuxiéme interface réseau.

2 @B user@INTRALAB-SLAVE: ~ - o X
I ASTE INTRALAB-SLAVE :~# n B 24

Le test de ping est concluant, les serveurs communiquent entre eux via la deuxiéme

interface réseau.
@

Maintenant nous pouvons nommer les différentes machines avec nano /etc/hostname
et passer a l'installation de Corosync et Pacemaker.

user@INTRALAB: ~ - a X
|

P

GNU nano 5.4 /etc/hostname *




