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Introduction

Afin d’assurer la haute disponibilité du serveur INTRALAB, le service technique de
I'entreprise GSB est chargé de créer un cluster composé de deux serveurs, INTRALAB qui
prendra le rble master et un clone qui prendra le réle slave. Les deux serveurs se nomment
respectivement INTRALAB-MASTER et INTRALAB-SLAVE.

Afin d’effectuer les tests de fonctionnement, j’ai a ma disposition une machine de test sous
Windows 10 et connecté au réseau GSB depuis le VLAN 30 (RH, comptabilité)
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Tests de fonctionnement
Tout d’abord, il faut vérifier que l'ip virtuelle est bien active.
Depuis l'invité de commande windows : ping 172.16.0.200
L'adresse ip répond au test de ping.

woli d’une Ping" 100 avec s de don
Ensuite il faut vérifier que le service Intralab de I'entreprise GSB soit bien actif.

’.: (A Non sécurisé | 172,16.0.200 1‘:) a s :

GLPI

Connexion a votre compte
Identifiant

Mot de passe

Source de connexion

Base interne GLPI

Se souvenir de moi

Se connecter
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Maintenant nous allons passer a la vérification de I'attribution de I'lP virtuelle Vérification du
cluster.

depuis I'un des serveurs du cluster : crm status
Lip est bien affecté au serveur master.

Pour tester le basculement, il faut arréter le serveur Master.

Nous pouvons constater que le serveur Master n’est plus actif.
x PRO MO X Virtual Envirenment 7.2-11 = & pocumenaion | [EFTERY

Server View

Virtual Machine 250 (INTRALAB-SLAVE) on node ‘proxmox-alpha © Shutdown Console More @ Help
5 Datacenter
B proxmox-alpha & Summary Add
101 (DEBIAN-MASTER) >_ Console = Memory 1.00 GiB
102 (MESSACELNS) & Hardware {8 Processors 1 (1 sockets, 1 cores)
lgj :‘J’ZTRRCALQB MAS Status: stopped | @8 Cloud-int & 50s Default (SeaBIOS)
)

105 (NOTICELAB) & Options & Display Default
106 (BDMED) Oz :ﬁ Mfch ne Default (1440fx)
107 (BDMEDOCLAB) © vontor S 5CS Gontroller Virtio SGSI ) :
108 (BDPHARMA) ® GD/DVD Drive (ide2) ocal iso/debian- 11.5.0-amd64-netinst iso,media=cdrom,size=382M
109 (REZOLAB) B Backup & Hard Disk (scsi0) local-vm-vm-250-disk-0 5ize=15G
110 (PGILAB) 13 Replication = Network Device (net0) virtio=42: DD:EC FF-D2:A2 bridge=vmbr2 firewall=1

G 120 (SRV-DC) D Snapshots = Network Device (nett) Virtio=G6FE 82:8D°4C BB bridge=vmbr1 ag=300
121 (GLPI)
122 (SYSLOG) O Firewal
125 (SAMBA4) P Eerr==s

130 (ANSIBLE)
200 (NEXTCLOUD)
201 (NEXTCLOUD-PC-Client)
203 (nxt)

3 250 (INTRALAB-SLAVE)

Hlocal (proxmox-alpha)

(0 (0

W local-lvm (proxmox-alpha)

L'adresse IP virtuelle est bien joignable avec un test de ping a I'adresse 172.16.0.200 depuis
la machine Windows.

@ Invite de commandes
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Une fois sur l'interface web et aprés avoir rafraichi la page, nous pouvons constater que le
serveur esclave a pris le relai.

G Authentifcation - GL? x o+ v - a x

C A Nonsécurisé | 172.16:0.200 2 v O & ¢

GLPI

& Connexion a votre compte
Identifiant

Mot de passe

Source de connexion

Base interne GLPI

Se souvenir de moi

Se connecter

Avec la commande crm status , nous pouvons contréler I'état du cluster, ainsi nous
pouvons constater que le serveur MASTER est inactif et que l'ip virtuelle a bien été affectée
au serveur SLAVE.

# User@INTRALAB-SLAVE: ~ - m| ®
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Pour finir, il faut rallumer le serveur MASTER afin de vérifier qui reprend I'affectation de I'ip

virtuelle.
)X PRO MO X Virtual Environment 7.2-11 oz & Documentation

Server View Virtual Machine 103 (INTRALAB-MASTER) on node ‘proxmox-alpha’ » Start >_ Console More @ Hep

£ Datacenter

[ proxmox-alpha & Summary
101 (DEBIAN-MASTER) >_ Console
102 (MESSAGELAB) Sl
103 (INTRALAB-MASTER) P
104 (JURILAB) oueHns
105 (NOTICELAB) % Options
106 (BDMED) [ Task History
107 (BDMEDOCLAB)

@ Monitor
108 (BDPHARMA) 7
109 (REZOLAB) Backup O Commands
110 (PGILAB) 3 Replication ) Start
G2 120 (SRV-DG) 5 :
121 (6LP) D Snapshots Artéter Guest not running
122 (SYSLOG) U Firewall Stop
o 5

125 (SAMBA4) O R Réinitialisor O Start Now
130 (ANSIBLE) Suspend
200 (NEXTCLOUD) —
201 (NEXTCLOUD-PC-Client) e
203 (nxt)

S3 250 (INTRALAB-SLAVE)

£ local (proxmox-alpha)

W local-lvm (proxmox-alpha)

L'ip virtuelle a bien été affectée au serveur MASTER, la bascule est donc fonctionnelle.

P user@INTRALAB-SLAVE: ~ — O X




